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Cambridge Analytica
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Amazon: What They Know About Us
https://www.bbc.co.uk/programmes/m000fjz
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“For three years now, South Wales Police has 
been using it against hundreds of thousands of 
us, without our consent and often without our 
knowledge.”

“We should all be able to use our public spaces 
without being subjected to oppressive 
surveillance.”

https://www.bbc.co.uk/news/uk-wales-53734716
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What is 'Ethics'?

● "Ethics is concerned with studying and/or building up a coherent 
set of rules or principles by which people ought to live".

● We all have some 'rules of thumbs' that define our behavior.

○ It is right to …

○ It is wrong to … 
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Let's start with a 
'simple' rule

● It is wrong to kill.

○ Is it wrong to kill animals?

○ Is killing in self-defense wrong?

○ Is the termination of pregnancy 
wrong?

○ ...
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Ethics/Morality

● We will use these terms interchangeably.

● These terms focus on how humans should act.

● We want to achieve what is right, fair and just, does not cause harm.

● Applicability to various cases is important since philosophers have the 
tendency to introduce general answers.
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Some Ethical Theories

● Virtue Theories: 

○ Who is doing the action?

● Consequentialist Theories: 

○ Are the consequences moral?

● Deontological Theories: 

○ Is the action itself moral?

9 Machine Ethics

Humans are machines and 
humans have ethics.

Machine ethics does not exist 
because ethics is simply emotional

Can a computer operate ethically 
because it is internally ethical in some way?

The Nature, Importance, and Difficulty of Machine Ethics | James H. Moore, IEEE Intelligent Systems, 2006 10

How to implement Machine Ethics?

● Top-Down 
● Start with an ethical theory, identify smaller problems and solve them. 
● Pros: no need to identify additional problems 
● Cons: Not clear from the beginning if subproblems are solvable 

● Bottom-Up 
● Start with data, and learn ethical behaviour from data. 
● Pros: Subproblems are solvable 
● Cons: Non-necessary subproblems may be dealt with. 

Wallach and Allen. 2008. Moral machines: Teaching robots right from wrong. Oxford University Press, Oxford, UK. 

DOI:10.1093/acprof:oso/9780195374049.001.0001  11

The Dilemma of a Rescue Robot

A recent experiment conducted by Alan Winfield and colleagues shows 

that rescue robots may enter into ethical dilemmas, see [1]. In the 

experiment, A (for Asimov), a robot, is saving (robot stand-ins for) human 

beings who are about to move into a dangerous area. This the robot does 

by moving in front of them, which causes them small discomfort but also 

has the effect that they turn away from danger. However, in case of exact 

symmetry in terms of distance between the human beings to be saved, the 

robot may dither between saving one or the other and thus fail to save 

anyone. 

 
[1] Alan FT Winfield, Christian Blum, and Wenguo Liu. Towards an ethical robot: internal models, consequences 

and ethical action selection. In M. Mistry, A. Leonardis, M.Witkowski, and C. Melhuish, editors, Advances in 

Autonomous Robotics Systems, pages 85–96. Springer, 2014. 12



Specification in 

YAML 

Software used: 
http://www.hera-project.com/  
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The ART Principles

Accountability, Responsibility, Transparency

AI has great potential (if controlled)

• AI can bring significant benefits to society. 
• e.g., climate change, cure to diseases …  

• As we mentioned so far in the lectures, AI can produce undesirable 
impacts.  

• e.g., amplifying biases, discrimination, misinformation, manipulation …  

• We need to find an ethically acceptable way of designing 
technology that can benefit the society. 
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The ART Principles for Trustworthy Autonomous Systems

• Accountability
• The system explains and justifies its decision to users 

and relevant parties.

• Responsibility
• The focus is on how the socio-technical systems 

operate.

• Transparency
• It is about the data being used, methods being 

applied, openness about choices and decisions.
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The ART Principles for Trustworthy Autonomous Systems

• Accountability
• The system explains and justifies its decision to users and 

relevant parties.
• The purpose of the system should be driven by moral 

values/societal norms.

• Responsibility
• The focus is on how the socio-technical systems operate.
• It involves the actions of stakeholders and the machines.

• Transparency
• It is about the data being used, methods being applied, 

openness about choices and decisions.
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ART is essential to
 build 

social tru
st i

n 

Autonomous Syste
ms

Transparency

• Many other terms: "explainability", "understandability", 
"interpretability"

• Transparency in AI:
• supports access to justifications for decisions when needed. In public sector, 

people should also know how to contest and appeal. 
• addresses the right to know (e.g., GDPR). For example, a participation 

information sheet should include all details about data lifecycle. 
• helps in understanding and managing risks. For example, an organization can 

be responsible and accountable if it knows the inner workings of their offered 
solutions.
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Major Findings from the literature on explanations

According to Miller, explanations are:
• Contrastive

"Why event P happened instead of some 
event Q?"

• Selected (influenced by cognitive biases)
(Partial) explanations are based on 
selected factors

• Not driven by probabilities
Effective explanations are causal, not the 
most likely explanations

• Social/interactive
Explanations for the user
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Miller, T. Explanation in artificial intelligence: Insights from the social sciences. Artificial Intelligence 267 (2019), 1-38.

Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/

What if these steps go 
wrong?
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Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/
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Transparency: Automated Parking Control

https://algoritmeregister.amsterdam.nl/en/automated-parking-control/
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They provide 58 
pages to explain 
the algorithm!

Why is transparency hard?

• We are talking about sociotechnical systems; hence we are dealing 
with many stakeholders.

• Contexts, user profiles, questions to be answered vary largely.

• A data scientist may need to learn more about unjust biases in their 
data, whereas a user may be interested in something different.
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Why is transparency hard?

• How to explain the workings of a "black box" model? 
• Explanations could be added by design, but this requires careful engineering to 

have a usable solution (e.g., interactive interfaces are great to explore models)

• The use of simpler models works sometimes!

• How much transparency should we provide? We do not want to make 
our systems vulnerable to attacks at the same time. 
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Justice, Fairness, Bias
The Big Three

Justice, Fairness and Bias

• Kant emphasizes the importance of human dignity.

• Individuals expect to be treated fairly; the violation of human dignity 
leads to discrimination.

• Discrimination is the unjust treatment of people based on the groups 
or classes they belong to. Discrimination may stem from biases.

• We often talk about algorithmic fairness, since algorithms may amplify 
existing economic and societal bias. 
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Discrimination and Biases

27 28Harini Suresh and John Guttag. 2021. A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle. In Equity and Access in 
Algorithms, Mechanisms, and Optimization (EAAMO '21). Association for Computing Machinery, New York, NY, USA, Article 17, 1–9. 



29Harini Suresh and John Guttag. 2021. A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle. In Equity and Access in 
Algorithms, Mechanisms, and Optimization (EAAMO '21). Association for Computing Machinery, New York, NY, USA, Article 17, 1–9. 

Representation Bias

• Target population does not reflect the use population
• Model is trained on population X and applied to population Y

• Model is trained on the same population in different time frames

• Target population contains under-represented groups
• For example, some age groups may not be represented well in the data

• Sampling method is limited (sampling bias)
• Target population is set to X, but the data available is only a small subset of X
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Gender Shades

• Buolamwini and Gebru analyze two benchmarks to report gender and 
skin type distribution.
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Buolamwini, Joy, and Timnit Gebru. "Gender shades: Intersectional accuracy disparities in commercial gender classification." In Conference on fairness, 
accountability and transparency, pp. 77-91. PMLR, 2018. 32Harini Suresh and John Guttag. 2021. A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle. In Equity and Access in 

Algorithms, Mechanisms, and Optimization (EAAMO '21). Association for Computing Machinery, New York, NY, USA, Article 17, 1–9. 



Learning Bias
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• Learning bias happens when modeling choices amplify performance 
disparities.

Disparate Impact on Model Accuracy

• Differential privacy (DP) comes with a cost, 
which is a reduction In the model's 
accuracy. 

• Bagdasaryan et al. show that accuracy of 
models, trained with DP stochastic gradient 
descent, drops much more for the 
underrepresented classes and subgroups.  

• This gap is bigger in the DP model than in the 
non-DP model. 

• The results are reported from the sentiment 
analysis of text and image classification. 
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Bagdasaryan, Eugene, Omid Poursaeed, and Vitaly Shmatikov. "Differential privacy has disparate impact on model accuracy." 
Advances in Neural Information Processing Systems 32 (2019).

Evaluation Bias

• Evaluation bias occurs when the benchmark datasets (e.g., ImageNet) do not 
represent the use population.

• The choice of metrics can also result in evaluation bias (e.g., aggregate results, 
reporting one type of metric)
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Gender Shades (Evaluation/Learning Bias example)

• They use their dataset (PPB) to evaluate three commercial gender 
classification systems (Microsoft, IBM, Face++):
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Buolamwini, Joy, and Timnit Gebru. "Gender shades: Intersectional accuracy disparities in commercial gender classification." In Conference on fairness, 
accountability and transparency, pp. 77-91. PMLR, 2018.



De-biasing Algorithms

• Increasing awareness about different types of bias is essential.

• We will now have a closer look at how to design an AI system that 
would not discriminate.
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Algorithmic Fairness

• We can talk about fairness when people are not discriminated against 
based on their membership to a specific group.

• Fairness definition? The most famous discussion about fairness 
definitions come from Arvind Narayanan. 

• There are two main categories: group fairness (statistical fairness) and 
individual fairness.

3821 Definitions of Fairness -- https://www.youtube.com/watch?v=jIXIuYdnyyk

Thank you!

Nadin Kokciyan


