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Applied Machine Learning

Week 5: Representing Data and Exploratory Data
Analysis

This slides will be made available on the project website after the class.
This session will be recorded.



Overview

1) Outline your tasks this for week
2) Discussion of Week 4’s topics




Week 5: Your tasks for this week
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Attend and complete Lab 2 - solutions will be online later this week
Watch videos for week 5 - Optimisation and Generalisation

Ask questions on Piazza if stuck

Continue working on the coursework

Start Tutorial 2 which takes places next week - link in week 6






Reality of Applied Machine Learning

e Majority of time is not spent designing new ML algorithms
e [t will be spent:
o understanding the input data
defining the ML task
cleaning the data
designing features/attributes
visualising the data
comparing models (evaluating performance)
repeat
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Visualisation

1) Crucial part of exploratory data analysis

|dentify problems/anomalies in your data



Pima Indians Diabetes Data,
From UC Irvine Machine Learning Repository
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Number of Training Images
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https://arxiv.org/abs/1707.06642



Higher Dimensions are Challenging

Visualization is essential but not - - #
scalable as the number of dimensions 3
Increase |
5 disp
Scatter plot matrix :
hp Ei
3: drat
wt ::

Image credit https://www.r-graph-gallery.com/98-basic-scatterplot-matrix.html



Visualisation

1) Visualisation to present results

Convey message / summarise results



Common Visualization Mistakes
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Image credit https://www.esrl.noaa.gov/gmd/ccgg/trends/mlo.html



Common Visualization Mistakes

Atmospheric CO, at Mauna Loa Observatory

Label your axes! Ittt S
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Common Visualization Mistakes
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Common Visualization Mistakes

Don’t overcomplicate things e.g. 3D is rarely a good idea - use colour
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Common Visualization Mistakes

(f) Distribution of Genus

Ke e p it “CI e a n 7 & Acaryochloris @ Aromatoleum @ Carboxydothermu @ pesulfarculus
@ Achromobacter @ Arthrospira @ Caulobacter @ Dosulfatibacillun
® Acidiphiium @ Azoarcus @ Chitinophaga @ Desulfitobacterit
@ Acidobacterium @ Bacillus @ Chlorobaculum @ Desulfobacteriur
@ Acidovorax @ Bacteroides @ Chlorobium ® Deosulfococcus

P @ Acinetobacter @ Bordetella @ Chioroflexus @ Desulfotomacult
, s @ Abiciferax @ Bradyrhizobium @ Chthoniobacter @ Dosulfovibrio
— — : \\E @ Aigoriphagus & Burkholderia & Clostridium @ Dosulfuromonas

@ Alaliimnicola @ Caldanaerobacter @ Cupriavidus @ Dictyoglomus
@ Aliochromatium @ Caldicellulosiruptor @ Cyanothece @ Dyadobacter
® Ammonifex @ Candidatus Accumulib® Cytophaga @ Flavobacterium
@ Anabaena ® Candidatus Desulforuc® Dechloromonas @ Frankia

@ Anaerolinea @ Candidatus Koribacter @ Dehalococcoides @ Gemmata

® Anaeromyxobac@ Candidatus Solibacter @ Deinococcus ® Geobacillus

=

® Geobacter @ Methylacidiphilum @ Nodularia @ Pseudomonas @ Sphingomonas @ Thermodesulfovibrio

® Gloeobacter @ Methylibium ® Nostoc @ Ralstonia @ Spirochaeta @ Thermomicrobium

® Haliangium @ Methylobacterium @ Opitutus @ Rhizobium ® Spirosoma @ Thermosinus

® Heliobacterium @ Methylococcus @ Oscillatoria @ Rhodopireliula @ Stigmatella ® Thermosynechococcus

® Herpetosiphon @ Microcoleus ® Oscillochloris @ Rhodopsoudomc. Streptomyces ® Thermotoga

® isosphaera @ Microcystis @ Poonibacilus @ Rhodospiilum @ Symbiobacterium @ Thermus 0 T OmO!
® Ktedonobacter @ Microscilla ® Podobacter @ Rhodothermus @ Synechococcus @ Thioalkalivibrio ® ;‘,gc,:,a;j:g
® Leadbetterella @ Moorelia ® Podosphacra @ Roseifiexus @ Synechocyss @ Thiobacilus @ ynclassifiex
® Leptospira @ Mycobacterium @ Pelobacter @ Roseomonas @ Syntrophobacier @ Trichodesmium  from

® Leptothrix ® Myxococcus ® Pelotomaculum @ Rubrobacter ® Syntrophus @ Truepera Deltaprotec
@ Lyngbya @ Nirosococcus @ Pirellula @ Shewanella @ Thermaerobacter @ variovorax Other

B Maonetosoirillum @ Nitrosomonas @ Planstamurne @R Qidarmwrdans @ Thermincola VR SRS S S

Image credit https://www.kdnuggets.com/2017/10/5-common-mistakes-bad-data-visualization.html



Common Visualization Mistakes
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Common Visualization Mistakes

Don’t mislead
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Common Visualization Mistakes

Don’t mislead ‘What do Tory voters think?

m Given the choice, would you
prefer that Boris Johnson was

still Prime Minister in a year’s time,

or would you prefer someone else?

Johnson to remain Prime Minister

| would prefer someone else to be PM
60%

S : =
Don't s ource: YouGoy, June 22-23.

1,671 adults. Results show
- 15% those who voted

Conservative in 201 9.




Extra Resources

GOV.UK:

https://www.gov.uk/government/publications/a-bite-sized-guide-to-visualising-data-a-dstl-biscuit-book

EU Publication Office:

https://data.europa.eu/apps/data-visualisation-guide/




Additional Links

Chartjunk - “decorations in a graphic that have no purpose”
https://www.edwardtufte.com/bboard/qg-and-a-fetch-msg?msg_id=00040Z

Examples of bad plots used in media
https://junkcharts.typepad.com

Plots to avoid
https://aenomicsclass.qgithub.io/book/pages/plots to avoid.html







Classifying New Data - Ham Likelihood

® Given an new email we would like to be
able to classify it

® Forexample, given the test email:

® x,=[0,1,0,1,0,0]7

p(x/ham) = p(0,1,0, 1,0, 0|ham)

® (lass priors:

p(spam) =4/6 p(ham) =2/6

® Per-class likelihoods:
p(zglspam) | p(zglham) | z4
2/4 0/2 password
1/4 2/2 review
3/4 1/2 send
3/4 1/2 us
3/4 1/2 your
1/4 1/2 account

0. 2 1 1 1 1
= (1- 5)(5)(1 = 5)(5)(1 — 5)(1 — 5) = 0.0625
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PCA: Maximising Variance

Recall Xv projectsXontov  maz v'Sv, st. v v=1 Sv = Av
1 solved using Lagrange multipliers as left multiply by "
Var[ Xv] = N(Xv)T(X'U)
| maz v'Sv—A (v v-1) v'Sv=v"lv
_ T YT . iy =
— N’U X' Xv ) _ A’UT’U
X'X _
=v' N v computing derivative w.r.t v and setting =0 =A O
= v'Sv % 5G9 = 0 A — max variance
dv
Sv=Av O

v — direction of max variance
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PCA: Finding Principal Components

More generally, solve for SV = AV using Eigen decomposition

V=[v,...,vp], A=

Eigenvalues

Solve |S— A1l =0
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PCA: Picking number of dimensions

Given: eigenvectors V= |vy,...,vp]; Require: M < D
Known: eigenvalue A; = variance along v;

1%

Explained variance 031

ptom

® sorteigenvectorsst. Ay > ... > Ap

0.4

explain

® choose top M eigenvectors that explain “most” |
variance (typically 85%, 90%, or 95%) :

12 3 4 5 6 7 8 9 10

m

Elbow plot ﬁ
® plot eigenvalues in descendingorderA; > ... > Ap e |

® choose point at which curve “bends” most (i.e. elbow)

1 2 3 4 5 6 7 8 9 10
m
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PCA: Dimensionality Reduction

Let Vi = [vy, ..., vp] € RP*M denote the truncated eigenvector matrix for M < D

Reduction

Dimensionality reduction on data x;
e, =x, Viy €RM

More generally, projected data F

F = :eI,...,e]TV]

— iB—lr VM, c ey QBRVM]
= XVM c RNXM

ORIVE,
A& @\~ THE UNIVERSITY of EDINBURG

mformahcs

Reconstruction
Recover data Z; from e; using V},
x =e Vi =(x Vi) Vi, eRP

More generally, reconstructed data X

A

X=\|&,... zy]
ZXVMV]\Z e RVP

Vir Vi, € RP*Pis the data projection matrix



PCA Example 2: Eigenfaces

PrOJectlng face x;onto e; = [e;, ..

6zM

Reconstruction

Reconstructing face &; using M components

B

M=10 M=30 M=50 M=70 M=90

(90 < 4096!)
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The MovieFlix Corporation wants to improve the algorithm it uses to recommend new
movies to its customers. It has decidede to release a portion of its data to the publicin
the hope that researchers will be able to find patterns in users’ preferences for the
different movies. The data is represented as a matrix X whererows ¢=1,...,n
correspond to customers, and columns j=1,..., ccorrespond to movies, and X;; is a
numeric value that reflects the degree to which customer ¢ enjoyed movie j. Assume the
data is complete; i.e., we know the rating of every user for every movie.

MovieFlix decides to carry out PCA on X treating each row (i.e. each customer) as a data
vector. How will this help them understand the patterns in the preference data?

oooooo
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PCA relationship between X and X'

Instead of thinking about the data as rows of customer responses, we can think of a
movie as the response it elicits from N customers.
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PCA relationship between X and X'

Instead of thinking about the data as rows of customer responses, we can think of a
movie as the response it elicits from N customers.

peeal Sv = Av
' XT)()V = AV C_ S= K‘J—XT")
PVQ-MM""'FL‘J LZ] )<

/(ﬁ',xx?(xv\ = )(3(\1

| = J_ v T ! = ) Seme
Sz )R gxxl N rew eiqurvabes .

M dixeclon

/ /
=3 Sviz= v
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In the famous Netflix challenge, as similar low-rank idea can be used as in PCA, but
almost all of the entries in X are missing—not every person has seen every film!
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